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Artificial intelligence (AI) embodies a system’s capacity to autonomously collect and interpret
data from its environment, learn from that data, and apply these insights to inform decision
making, problem solving and actions that traditionally require human intelligence. At the heart 
of this technological process are data centres — facilities where AI models are trained, deployed
and maintained. As AI infrastructures expand rapidly across the globe, they bring into sharper
focus the often-overlooked costs of digital innovation, particularly their entanglement with 
extractive economies and conflict dynamics. 



  

 
 

             
 

       
      

  
        

     
             

                
     

    
             
       

             
     

        

           
       

        
        

 
        

 
 
 

 
 

       
    

    

   
       

     
    

       

Introduction 

Artificial intelligence (AI) embodies a system’s capacity to autonomously collect and interpret data from 
its environment, learn from that data, and apply these insights to inform decision making, problem
solving and actions that traditionally require human intelligence.1 At the heart of this technological 
process are data centres — facilities where AI models are trained, deployed and maintained.2 As AI 
infrastructures expand rapidly across the globe, they bring into sharper focus the often-overlooked costs of
digital innovation, particularly their entanglement with extractive economies and conflict dynamics. For 
example, in 2024, the construction of a massive AI data centre by Elon Musk’s xAI in Memphis,
Tennessee, sparked public backlash over its projected energy consumption, water use and environmental
impact.3 Meanwhile, in the Democratic Republic of the Congo (DRC), the mining of cobalt — essential 
for powering AI hardware — continues to exacerbate environmental degradation and social instability,
revealing the darker ecological and human costs of the digital revolution.4 Recognizing that critical
minerals form the backbone of data centre infrastructure, the surging demand for these resources
positions AI as a key driver of “digital extractivism,”5 reproducing colonial logics of exploitation that 
Abeba Birhane describes as “algorithmic colonization.”6 Through a critical analysis of scholarly literature,
policy documents, media reporting and energy consumption data, this paper interrogates the evolving 
nexus between AI, environmental sustainability and conflict dynamics. Central to this inquiry is a 
pressing question: Can AI fulfill its transformative potential without exacerbating environmental tensions 
and resource-driven conflict? What are the implications for global AI governance? This paper argues that
while AI technologies have revolutionized communication, commerce and innovation, they have also 
significantly expanded the environmental footprint of digital systems. By centring generative AI, 
recognized as the most resource-intensive form of AI due to its high energy demands, this paper 
foregrounds urgent concerns about the sustainability of emerging digital infrastructures.7 Accordingly, the
paper advocates for the establishment of global governance frameworks that embed sustainability 
considerations across the entire AI lifecycle — from hardware manufacturing to algorithmic deployment. 
These frameworks must mandate robust energy disclosure, minimize the ecological footprint of AI 
systems and address AI’s indirect contribution to resource conflict. Without deliberate action, the AI 
revolution risks entrenching the very environmental and geopolitical crises it promises to alleviate. 

AI and the Environment 

The Fourth Industrial Revolution — an era of technological transformation characterized by the 
convergence of digital, physical and biological systems — is poised to significantly reshape global 
industries, as digital technologies increasingly permeate all aspects of human life.8 Within this broader 
transformation, AI has emerged as a key driver of both opportunity and concern. Recent research has 
examined the contribution of AI in enhancing environmental monitoring, particularly in improving the 
accuracy of disaster forecasting, pollution source identification, and air and water quality assessments.9 In 
the realm of natural resource governance, AI has emerged as a promising tool for addressing complex 
challenges related to environmental management, conservation and recycling systems. Christine Chan
and Guo Huang, for instance, analyze how AI technologies, including expert systems, fuzzy logic and
neural networks, are being applied to minimize and mitigate pollution.10 Their study highlights the 
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potential of these techniques to optimize decision-making processes and advance sustainable
environmental governance. 

An emerging challenge in the field of environmental governance concerns the actual and potential effects
of AI technologies on ecological systems. Increasingly, there is recognition that AI advancements depend 
on vast computational infrastructure and prolonged energy use, particularly during the training of
complex algorithms. As Lauren Leffer observes, “every online interaction relies on a scaffolding of 
information stored in remote servers — and those machines, stacked together in data centres worldwide, 
require a lot of energy.”11 The growing scale and intensity of AI development thus raise urgent questions
about its compatibility with global sustainability goals. 

Evidence presented in Figure 1 suggests that while the pace of innovation in AI has been remarkable, a
critical but often overlooked concern is the significant energy consumption involved in training large AI 
networks. As Lakshmi Varanasi observes, “the computational intensity of AI platforms such as ChatGPT 
is primarily attributable to their high electricity demands.”12 Varanasi cites Elizabeth Kolbert’s report in 
The New Yorker, which estimates that ChatGPT consumes more than half a million kilowatt-hours of 
electricity per day to process more than 200 million user requests. The fundamental concern raised by 
Kolbert is how humanity can achieve net-zero emissions while continually developing technologies that 
dramatically increase energy consumption.13 Such concerns underscore the imperative of global
governance frameworks that mitigate the environmental impact of energy-intensive AI systems, which, if 
left unregulated, risk accelerating the climate crisis. 

Figure 1: AI Power Consumption and Share of Total Data Centre
Consumption Worldwide in 2023, with Forecasts to 2028 
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Figure 2 illustrates a significant rise in Google’s energy consumption over the past five years, increasing 
from 12.8 terawatt-hours in 2019 to 25.9 terawatt-hours in 2023. This surge is largely attributed to the 
global expansion of the company’s data centres. In response, Google reports having implemented a range 
of energy efficiency measures, including the deployment of customized high-performance servers, smart
temperature and lighting systems, advanced cooling technologies, and machine learning algorithms to
optimize energy use.14 While such initiatives suggest a commitment to sustainability, they exist in tension
with a deeper set of structural critiques concerning the trajectory of AI development itself. 

Figure 2: Energy Consumption of Google from Financial Year 2011-2023 (in gigawatt hours) 

30,000 

25,911 

En
er

gy
 c

on
su

m
pt

io
n 

in
 g

ig
aw

at
t h

ou
rs

 

25,000 
22,367 

20,000 18,640 

15,492 

15,000 
12,802 

10,573 

10,000 8,029 
6,514 

5,533 
4,702 

5,000 3,970 3,547 2,864 

0 
2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 

Source: Statista, 2024. 

One of the most foundational and prescient critiques of AI systems prior to the emergence of ChatGPT
is articulated in the seminal work of Emily Bender and her colleagues, which foregrounds the ecological 
externalities associated with training large language models.15 Similarly, a study by Pengfei Lai and 
colleagues reveals that “training large-scale models such as GPT-3 in Microsoft’s U.S.-based data centres 
can consume approximately 5.4 million liters of water in total.”16 The study further demonstrates that 
generating approximately “10 to 50 medium-length responses using the GPT-3 model can result in the 
consumption of a 500 milliliter bottle of water.”17 Recent estimates indicate that composing a 100-word
email using GPT-4 consumes approximately 519 milliliters of water, primarily for data centre cooling. 18 

These environmental costs are not isolated but are structurally embedded within the cloud infrastructure
operated by tech companies. For example, Figure 3 shows that Amazon Web Services, Microsoft Azure,
and Google are leading global vendors in the Infrastructure as a Service (IaaS) sector. As the chart 
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indicates, Google Cloud Platform has been widely adopted by tech companies for cloud infrastructure, 
solidifying Google’s position as a dominant market player. According to Lucía Fernández, Google’s 
prominence is reflected in the proportion of tech firms that were utilizing its cloud services as early as
2018.19 However, this widespread adoption raises significant environmental concerns, as the vast data
centres underpinning Google’s cloud infrastructure require substantial energy resources. As a major 
provider powering the expanding AI sector, Google’s energy demands underscore the broader carbon
impact of the tech industry and reinforce the urgent need for sustainable innovation in green cloud
infrastructure. As Steven Monserrate starkly puts it, “the Cloud now has a greater carbon footprint than
the airline industry,” noting that “a single data centre can consume as much electricity as 50,000 homes.”20 

Figure 3: Cloud Infrastructure as a Service (IaaS) Vendor in Use in Organizations Worldwide as of 2018 
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Source: Statista. 2022. 

Recently, researchers have paid increasing attention to the rapid expansion of machine learning models 
and the growing concerns surrounding their environmental impact, particularly their carbon footprint.21 A 
seminal study by Emma Strubell, Ananya Ganesh and Andrew McCallum demonstrates that the training
and development of large AI models generate significant environmental costs, largely due to the carbon 
emissions associated with powering tensor processing hardware.22 Similarly, David Patterson and 
colleagues have attempted to quantify the energy consumption and carbon footprint of recent large-scale 
AI systems. Their findings indicate that the energy required to train a machine learning model is shaped
by multiple factors, including the algorithm used, the efficiency of its implementation, the number and
power of processors, the data centre’s energy and cooling efficiency, and the carbon intensity of the energy 
supply.23 Sophia Chen notes that as of 2024, data centres accounted for approximately 1.5 percent of
global electricity consumption, and this figure is expected to double by 2030 due to the intensive 
computational demands of models such as GPT-4.24 
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There is growing concern about the accurate estimation of the overall energy impact of AI technologies,
particularly due to the lack of transparency among major technology firms regarding their energy 
consumption. Recent estimates by Alex de Vries suggest that the AI sector could consume between 85
and 134 terawatt-hours of electricity annually by 2027 — comparable to the annual electricity usage of 
countries such as Argentina, the Netherlands and Sweden — and representing approximately 0.5 percent 
of global electricity demand.25 In a related study, researchers at MIT conducted a lifecycle assessment of 
several large AI models and found that “the training process can emit more than 626,000 pounds of 
carbon dioxide equivalent, nearly five times the lifetime emissions of the average American car.”26 

This staggering environmental cost underscores the importance of examining data centres. Chandana 
Patnaik, citing data from the Institute of Electrical and Electronics Engineers, reveals that cooling 
systems alone account for 50 percent of a data centre’s total energy consumption, with servers and storage 
contributing 26 percent, power conversion systems 11 percent, network hardware 10 percent and lighting 
three percent (see Figure 4).27 

Figure 4: Data Centre Energy Consumption Breakdown 

Source: Extracted from Data Center Knowledge. 

According to data compiled by Brightlio researchers, there were approximately 11,800 data centres 
operating worldwide as of March 2024.28 A March 2025 ranking of countries by number of data centres
reveals that the United States leads by a significant margin, followed by Germany and the United
Kingdom (see Figure 5).29 With the exponential rise in AI workloads and the proliferation of connected 
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devices, data centres are expected to account for an increasingly substantial share of global electricity 
consumption and carbon emissions.30 It is imperative, therefore, that we accord greater attention to the 
environmental impacts of AI deployment. 

Figure 5: Leading Countries by Number of Data Centres 

Source: Statista, 2025. 

AI and Resource Conflict 

Natural resources underpin nearly every aspect of modern life, and they have become a foundational driver 
of the AI revolution. From the cars we drive to the smartphones and computers that enable cross-border
interaction and remote problem-solving, AI technologies are increasingly embedded in the tools we rely 
on daily. The rapid development and integration of AI systems have intensified demand for specialized 
electronic components, including graphic processing units, central processing units, and memory chips.
Recent studies indicate that the hardware enabling AI development, such as data storage systems and
servers, depends heavily on the extraction of rare earth elements and other non-renewable resources.31 

While critical minerals are indispensable for the scalability and performance of AI infrastructure,32 their 
extraction is highly concentrated in ecologically fragile and politically unstable regions of Africa, Latin 
America and Asia. Despite the growing reliance on AI technology, empirical research explicitly linking its
expansion to conflict dynamics remains limited. 

An emerging challenge associated with the projected energy demands of AI technologies is their
contribution to natural resource depletion, particularly fossil fuels, which remain a dominant source of 
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global electricity generation. As Varanasi notes, the widespread adoption of generative AI could 
substantially increase global energy consumption, potentially exceeding the annual usage of entire 
countries.33 This concern is further compounded by the reliance of AI-enabled devices and data 
infrastructures on the extraction of critical minerals, including cobalt, lithium, nickel, copper, silicon, 
aluminum, and rare earth elements such as neodymium and dysprosium.34 As global demand for
electronic and computing hardware intensifies, so too does competition for these finite resources,
exacerbating environmental degradation through deforestation, water pollution and biodiversity loss.
According to the World Bank, the accelerating demand for critical minerals represents a significant 
vulnerability in the transition to digital and low-carbon economies.35 

In response to these mounting concerns, recent scholarly interventions have begun to critically interrogate 
the multivariate dimensions of AI systems. Kate Crawford, for instance, foregrounds the material and
planetary infrastructure of AI,36 while Salvador Regilme frames AI as a vehicle of “digital colonialism.”37 

Paola Ricaurte extends this critique by arguing that dominant data regimes reproduce colonial hierarchies
by erasing Indigenous ways of knowing.38 Similarly, Sábëlo Mhlambi and Simona Tiribelli expose the 
limitations of prevailing AI ethics frameworks, particularly their failure to account for the relational and
contextual dimensions of harm.39 These theoretical critiques are further substantiated by empirical
evidence documenting AI’s reliance on extractive supply chains. 

For example, Figure 6 illustrates the reliance of major tech companies such as Google, Apple, Meta,
Amazon and Microsoft (GAMAM) on conflict minerals sourced from African countries.40 As Florian 
Zandt observes in his analysis of the 2023 Conflict Minerals Report, Amazon’s operations are implicated
in mineral sourcing from African countries, such as the DRC and South Sudan, where armed groups 
leverage resource extraction to sustain violent conflict.41 Similarly, Apple, Google, Meta and Microsoft 
have acknowledged that smelters
in their supply chains may process
minerals originating from conflict-
affected regions, although the 
scope and specificity of sourcing
remain unclear. 42 

Figure 6: Big Tech’s Reliance on 
Conflict Minerals: Number of 

Countries GAMAM Potentially 
Sourced Conflict Minerals from in 

2023, by Risk Level 

Source: Statista, August 2, 2024. 
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Beyond the geopolitical entanglements of conflict minerals, the material architecture of AI systems 
depends heavily on rare earth minerals, such as erbium, europium, gadolinium, holmium, lanthanum and 
terbium, that are essential to the production of semiconductors, optical fibers, hard disk drives and
capacitors.43 Both the extraction and processing of these minerals can exacerbate environmental
degradation, including soil and water contamination and elevated carbon emissions.44 The implication is
that while mineral extraction has contributed to economic growth and development in many countries, it 
has also produced significant negative externalities, particularly in regions marked by poverty, weak 
regulatory oversight and political instability.45 

Since the 1990s, large-scale commercial gold mining has sparked widespread opposition globally, often
manifesting in land disputes, environmental degradation and violent conflict.46 A notable example is the
civil war in Sierra Leone during the 1990s, which was largely fuelled by competition over the country’s 
diamond resources.47 Similar patterns of mining-induced conflict have been documented in Afghanistan, 
the Central African Republic, China, Ghana and Mozambique.48 In such contexts, mineral exploitation
often fails to benefit local communities, instead enriching companies that rely on these resources to power
data centres and sustain global supply chains increasingly driven by AI technologies. Despite growing 
concerns about the ecological footprint of AI systems, the continued lack of transparency in mineral
extraction and trade data continues to impede corporate accountability and environmental justice.49 

These extractive dynamics are mirrored in the rising resistance to water-intensive data centres. In
Castilla-La Mancha, Spain, Meta’s proposed €1 billion data centre project, expected to consume 
approximately 665 million litres of water annually, has sparked tensions with local farmers alarmed by the 
strain on water resources.50 Across North America, rising tensions between Big Tech companies and local
communities reflect broader concerns over ecological degradation, as the rapid expansion of water-
intensive data centres strains local resources while delivering limited community benefit.51 In early 2025, 
for example, the Sturgeon Lake Cree Nation in Canada opposed Kevin O’Leary’s proposed US$70 billion
“Wonder Valley” AI data centre near Grande Prairie, Alberta, citing environmental threats to land and 
water resources.52 

AI and Global Governance Innovations 

In an increasingly interconnected world, where rapid technological advancements driven by AI intersect 
with mineral extraction and escalating environmental crises, the imperative for global AI governance has
never been more urgent. A global survey of 84 AI ethics documents, conducted by Anna Jobin, Marcello 
Ienca, and Effy Vayena, reveals widespread consensus around principles such as transparency, justice and
accountability.53 Christian Djeffal contributes to this discourse by proposing the Sustainable AI
Development (SAID) model, which emphasizes participatory and legally grounded AI governance
centred on access to justice and environmental sustainability.54 A recent study by Marie Francisco deepens
the analysis by interrogating how global environmental governance institutions conceptualize and deploy 
AI.55 This foundational knowledge underscores the imperative for AI governance frameworks that bridge
normative principles with demands for planetary accountability. 
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This paper proposes an Artificial Intelligence Governance Framework comprising three strategic pillars,
as presented in Figure 7. The schematic illustrates how regulatory norms, transparency norms, and 
conflict prevention norms operate as mutually reinforcing pillars essential to a coherent framework for 
global AI governance. 

Figure 7: Artificial Intelligence Governance Framework 

Source: Author. 

First, AI governance must prioritize the development and enforcement of regulatory norms that hold 
major technology firms accountable for their environmental impacts. These norms should be supported by
robust global enforcement mechanisms to ensure that companies address the environmental externalities
of AI technologies, particularly those linked to energy-intensive computation and data centre operations. 

As the energy footprint of AI continues to grow, innovations that reduce computational demand and
environmental cost are becoming critical benchmarks for sustainable development.56 Aili McConnon 
observes that DeepSeek-R1, developed by Chinese startup DeepSeek, has disrupted the global AI
landscape by achieving GPT-4-level performance in mathematical and coding tasks with 96 percent lower 
training costs, using only a fraction of the computing resources typically required by US tech giants.57 

This trend is part of a broader race toward smarter, more power-efficient AI systems, driven in part by 
China’s unique regulatory and geopolitical imperatives.58 In response to US export controls restricting 
access to high-performing AI chips, Chinese developers have adopted innovative strategies to sustain 
competitive productivity, exemplified by DeepSeek’s development of the R1 model. While this model 
challenges assumptions about the environmental cost of AI, there is a risk that its energy-efficiency claims 
may be used to greenwash AI development.59 The concern is not with the technical efficiency of
DeepSeek-R1 itself, but with how such claims may be leveraged to sidestep deeper environmental
responsibilities and obscure ongoing reliance on extractive infrastructures. 

10 

https://development.59
https://imperatives.58
https://giants.57
https://development.56


  

            
 

   
          

 
 

        
  

   
  

 
            

      
             

   
     

     
 

   
  

 
            

   
 

         

 
       

            
       

 
 
 

 
 

       
     

       
   

As extractive industries continue to exploit institutional weaknesses and regulatory gaps in developing 
regions,60 effective AI governance must include regulatory norms that move beyond performative 
commitments. These norms should institutionalize enforceable sustainability standards, such as 
mandating transparency, limiting reliance on unverifiable carbon offsets, and requiring AI systems to be 
energy-efficient and powered by verifiably renewable sources. 

Second, global AI governance must include transparency norms that compel technology firms to disclose 
energy usage, carbon emissions and other environmental metrics associated with AI development and 
deployment. A report by the Öko-Institut reveals that carbon offset mechanisms frequently suffer from a 
lack of transparency, contributing to systematic greenwashing.61 

Given the interconnectedness of environmental transparency and ethical sourcing, the proposed Artificial
Intelligence Governance Framework incorporates supply chain accountability as a core component of 
transparent AI governance. Tech giants, such as Alibaba, Amazon, Apple, Google, Meta, Microsoft,
Netflix, NVIDIA and Tesla, must be subject to international reporting standards to facilitate independent
evaluation of their environmental footprints. Such disclosures would enable policymakers to design 
evidence-based interventions and accelerate the implementation of sustainable practices. Moreover, global
governance must embed enforceable transparency norms throughout the AI lifecycle, including mandates
for infrastructures to operate on verifiable, site-specific renewable energy sources, while considering the
environmental and human rights externalities associated with the extraction of critical minerals used to 
power these technologies. 

Third, AI governance frameworks must proactively address the externalities of mineral extraction,
including corruption, inequality and violent conflict, through AI-enabled conflict prevention and resource 
monitoring tools. 

AI can enhance natural resource governance by leveraging large-scale data and remote sensing
technologies to track illicit mining, promote supply chain transparency, and provide early warning signals 
in fragile contexts. Satellite imagery, for instance, can be combined with machine learning to detect
unauthorized mining operations in real time. Initiatives such as the Global Witness partnership with 
DataKind and the Natural Resource Governance Institute demonstrate the feasibility of such
approaches.62 Replicating these efforts across resource-rich, conflict-prone regions could enable AI to 
serve as both a catalyst for development and a safeguard for vulnerable communities. 

Conclusion 

In recent years, a new strand of scholarship has emerged examining the actual and potential impacts of AI 
technologies on environmental sustainability and conflict dynamics.63 While the literature on AI ethics 
continues to expand, research linking AI to environmental and geopolitical risks remains nascent. This 
paper has demonstrated that AI systems — far from being neutral — are materially embedded within 
extractive economies and carbon-intensive technological regimes.64 Simultaneously, geopolitical instability 
is likely to intensify in mineral-rich regions where extractive practices required to sustain the AI economy 
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exacerbate existing vulnerabilities. Widening inequalities in the Global South, where Big Tech 
corporations benefit disproportionately from AI-driven growth, further compound the risk of social
fragmentation and conflict. Mapping the socio-environmental impacts of AI is thus essential to charting a 
more just and peaceful trajectory in an increasingly AI-mediated world. 

This paper concludes by proposing an Artificial Intelligence Governance Framework as a global
mechanism for addressing the environmental and social implications of AI. The framework integrates
principles of sustainability, equity and accountability, prioritizing ecological resilience and the protection
of communities most vulnerable to the externalities of technological innovation. 
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